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Abstract

Accurate localization of other traffic participants is a vital task in autonomous driving systems.

State-of-the-art systems employ a combination of sensing modalities such as RGB cameras and Li-

DARs for localizing traffic participants. However, with the advent and subsequent commercialization

of autonomous driving, there has been an increased interest in monocular object localization (and re-

construction) for urban driving scenarios. While there have been very interesting attempts to tackle this

problem using a single monocular camera, most approaches assume that the ego car and the car to be

localized share the same road plane. This condition is often termed as the coplanarity assumption.

In this thesis, we relax the aforementioned coplanarity assumption and demonstrate — to the best of

our knowledge — the first results for monocular object localization and shape estimation on surfaces

that are non-coplanar with the moving ego vehicle mounted with a monocular camera. We approximate

road surfaces by local planar patches and use semantic cues from vehicles in the scene to initialize

a local bundle-adjustment like procedure that simultaneously estimates the 3D pose and shape of the

vehicles, and the orientation of the local ground plane on which the vehicle stands. We also demonstrate

that our approach transfers from synthetic to real data, without any hyperparameter-/fine-tuning. We

evaluate the proposed approach on the KITTI and SYNTHIA-SF benchmarks, for a variety of road

plane configurations. The proposed approach significantly improves the state-of-the-art for monocular

object localization on arbitrarily profiled/graded roads.
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Chapter 1

Introduction

With the advent and subsequent commercialization of autonomous driving, there has been an in-

creased interest in monocular object localization (and reconstruction) for urban driving scenarios. Ob-

ject localization is a crucial part of the overall autonomous driving ecosystem as it is very important

for an autonomous car to be cognizant and keep track of its traffic participants, especially the dynamic

ones. Here, by object we mean vehicles, specifically cars.

Reconstructing dynamic vehicles from a monocular camera is a challenging task, owing to several

factors, such as dearth of stable feature tracks on moving vehicles, self-occlusion, and is ill-posed if

the camera itself is in motion. To overcome these issues with monocular dynamic object localization,

discriminative features [32] and shape priors [31, 30, 55] have been used to pose a bundle adjustment like

scheme [31] that solves for the shape and pose of a detected vehicle, assuming a prior on the shapes of all

instances from a category. Use of shape priors results in a richer representation of reconstructed vehicles

(3D wireframes rather than 3D bounding boxes). Detailed reconstruction using shape priors can also aid

tracking as they are composed of always existing semantic keypoints and not generic features which, in

majority of the cases, are difficult to extract and reliably match owing to the vehicle’s monochromatic

nature.

While there have been successful attempts [30], [31], [41], [42], [13] to tackle this problem i.e.

dynamic object localization using a single moving monocular camera, they are all confined to scenarios

where the road is very (or nearly) flat. In other words, such approaches assume that the ego-vehicle (on

which the camera is mounted) and the target vehicle i.e. the moving vehicle which is to be localized (and

reconstructed) in full 6DoF, share the same road plane. This assumption is referred as the coplanarity

assumption throughout this thesis. This assumption, although quite valid for majority of the urban

driving scenarios, can still be violated in several cities like San Francisco (USA) and Hyderabad (India),

where the roads are quite steep and graded.

1
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Figure 1.1 Failure of coplanarity assumption for steep roads on SYNTHIA-SF [24] dataset. Notice how

the cars that are moving on road which is non-coplanar to the road plane of the ego vehicle are localized

very accurately by the proposed method (left column). Where as, if the coplanarity is assumed as in

[30, 31], the localization of those cars suffers drastically as shown in the right column (highlighted by

black ellipses). The camera mounted on the ego vehicle is shown as black triangle

Contributions

In this thesis, we relax the aforementioned coplanarity assumption and reconstruct vehicles moving

on arbitrary road plane profiles from a moving monocular camera. Following are the key contributions

of this thesis:

• We demonstrate – for the first time – accurate localization (pose) and reconstruction (shape) of

vehicles on steep and graded roads from a single moving monocular camera (see Fig. 1.1, left

column). Other methods, for e.g. [30, 31], rely on the coplanarity assumption for monocular

localization of vehicles and therefore drastically fail when the cars to be localized are not on

the same road plane as that of the ego car(see Fig. 1.1, right column). We outperform our best

competitor [31] by a significant margin as discussed briefly in the next section (detailed analysis

is reported in Ch. 5). A typical outcome of the proposed work can be seen in Fig. 1.2.

• We propose a novel joint optimization formulation for accurate pose (localization) and shape

(reconstruction) estimation of cars, predominantly using cues from a single image. The proposed

method jointly optimizes over pose/shape and the local road plane parameters of the car. It relies

on the fact that cars move on roads and hence their poses are constrained by their local road plane

geometry.

• We introduce novel cost functions to narrow down the solution space leading to a more reliable

and accurate localization and reconstruction. These cost functions, originating from the intuition

that cars move on the road, primarily help in constraining the optimizer to adjust the pose and

2



shape parameters of the car in a way that it always lies close to the road and its orientation closely

matches the orientation of its local road plane.

• We propose a simpler method to learn the shape prior that does not require us to annotate the

semantic keypoints in 3D. We first render the 3D car models from ShapeNet [8] using Blender

[16]. Then we annotate the rendered images and use multi-view geometry to recover the 3D

annotations of semantic keypoints. Finally, we use these 3D semantic keypoints of different

models of car to learn the shape prior.

Evaluation

To evaluate our approach, we use KITTI [21] and SYNTHIA-SF [24] benchmarks. While sequences

from KITTI [21] dataset only have mild-to-moderate slopes and banks, it provides a fair comparison

with other baselines [30], [31]. Whereas, SYNTHIA-SF [24] has extremely steep roads and demon-

strates the efficacy of the proposed approach in adapting to a wide range of road surfaces.

On KITTI [21], our approach shows a mark improvement over our best competitor [31] with an

accuracy of about 3-4 times that of [31]. On SYNTHIA-SF [24], where [31] drastically fails, our method

achieves localization with a mean error of less than 1 meter. These results showcase the importance of

incorporating the local ground plane of the vehicles for the task of localization and reconstruction.

Thesis Outline

The remainder of this thesis is organized as follows. In Chapter 2, we extensively survey existing

approaches. In Chapter 3, we discuss on the relevant theoretical background and also briefly discuss

monocular vehicle pose and shape recovery using the coplanarity assumption. Chapter 4 discusses on

how we use synthetic data to learn shape priors i.e. a mathematical model which compactly encodes

the shape-space of an entire object category. Finally, in chapter 5, we discuss our methodology and

validate our claims by a thorough quantitative and qualitative analysis of the results with the current

state-of-the-art monocular localization.

3



Figure 1.2 Outputs of the proposed monocular object localization system. The system is capable of

estimating the shape and pose (without scale-factor ambiguity) of objects located on surfaces that are

non-coplanar with the moving ego vehicle. Top: Projection of the estimated shapes (wireframes) of cars.

Above each car, distance of the car from the camera is shown (in meters). Bottom: Estimated wireframe

and road points in 3D. For the first image, estimated wireframes are compared with their respective

ground truth 3D bounding boxes (in red), highlighting the accurate localization of the objects. In the

second scene, we show the estimated cars in 3D, overlaid on a dense ground truth 3D point cloud

consisting of road surface and the target vehicles. Notice how even objects over 50 meters away on

steep slopes are accurately localized.
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Chapter 2

Related Work

For any autonomous vehicle to drive safely, it is very important for it to keep track of other traffic

participants, especially the moving ones. In the last decade or so, the robotic vision community has been

aggressively targeting this problem of 3D object (here we work with only cars) localization. However,

most of the successful efforts rely on a suite of sensors comprising of LiDARs, RADARs, stereo and

monocular cameras. Very recently, due to the remarkable advancements in Convolutional Neural Net-

works (CNNs) in the past demi-decade or so, monocular object localization i.e. reconstructing a moving

vehicle from a single moving camera, has become one of the hot topics in computer/machine vision.

In this section, we briefly review the relevant literature and contrast it with the proposed approach.

Shape Priors

The underlying idea of using a shape prior is that the shape of any instance from a category can

be represented as a linear combination of the deformations of the category’s mean shape along certain

directions, called basis vectors. This idea was first proposed by Cootes et al. [17], where the shape of a

category is represented by a set of ‘landmark’ points (which we refer as keypoints) and the basis vectors

are the dimensions along which the shape is deformed to fit the target model of that category. Ever since

then, shape priors have been widely used in a variety of applications.

For e.g. [55, 54, 46, 31, 30] use shape prior to ease the task of object reconstruction from a monocular

camera. This linear subspace model was used to formulate a stochastic hill climbing problem in [55, 54]

to estimate the shape and pose of a vehicle in a single image. However, this is prohibitively slow to be

used in real-time.

On the other hand, these priors have also been explored in the context of human face shape and

expression estimation and facial feature tracking. For e.g. [50, 5, 29, 6, 39] estimate the shape while

[9] uses shape priors for facial expression analysis. Additionally, [25] uses shape priors for successfully

inferring the human body pose.
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Keypoint Localization

Recent successes in monocular pose-shape estimation from a single image can be credited to the

availability of deep keypoint localization architectures. One of the earlier methods for keypoint detection

and localization has been presented in [47]. Keypoint estimates from two different scales are composed

in conjunction with a viewpoint prior to generate keypoint likelihoods across the image. However, the

response maps from the Convolutional Neural Network were highly multi-modal. As a consequence,

accuracy suffered.

In [44, 35], finetuning subnetworks were proposed to refine the estimates from a coarse-grained

regressor. In [27], intermediate shape concepts are fed in for a better supervision of the learning process.

Recently, stacked hourglass networks [32] have been proposed for the task of keypoint localization

for human pose estimation. These networks are, by construction, multi-scale and possess an iterative re-

finement nature. One such architecture with spatial constraints among keypoints was used by [31]. The

architecture consisted of 8 stacked encoder-decoder modules with skip connections across correspond-

ing downsampling and upsampling layers in one stack. We improve upon the architecture proposed

in [31] by reducing the number of hourglass stacks and report superior results on a vast validation set

consisting more than double the number of keypoints as proposed in [31]. The reduction in number of

stacks also results in faster computation at test time.

Monocular Localization in Urban Driving Scenarios

Estimating the 3D shape and pose from a single image has attracted a lot of interest in recent years,

supported with the availability of datasets like KITTI [21], Cityscapes [18], NuScenes [7], Robotcar

[28] and ShapeNet [8]. In this section we will discuss the prior art on monocular localization of objects

in the context of urban driving scenario regardless of the technique used. The approaches discussed be-

low can be broadly classified into two categories – detailed reconstruction and cuboid level localization.

Detailed reconstruction of objects: Approaches in this category follow a 3D-2D pipeline that involves

modeling the 3D shape of the object offline and then solving for the 3D deformation in it using the

corresponding semantic keypoints that are localized via a CNN. [30, 31, 34, 19, 4, 53] use shape priors

to estimate the shape and pose of the object. It has been demonstrated in [31] that having a richer

representation for the vehicle (3D wireframe), significantly boosts localization accuracy.

Practically, [30] is the closest to us with one disadvantage that it assumes the vehicle to be recon-

structed and the ego vehicle to share the same road plane. The 3D shape of a vehicle is modeled using

a shape prior based on a linear subspace model and deformation coefficients are estimated by solving

an optimization problem with 2D keypoints, localized using a CNN. [31] is very similar to [30] just

that it uses multiple observations of the same vehicle to stabilize the shape estimate. [34] proposes an

approach that is agnostic to texture of the object image. [19] proposed a multi-view approach where the
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images have been captured by multiple cameras with small overlaps. They introduce two novel meth-

ods namely, Cross Projection Optimization (CPO) and Hierarchical Wireframe Constraint (HWC). The

HWC is used in the iterations of CPO process to produce pose and shape estimates of quality surpassing

the ones obtained from existing monocular and stereo methods. However, it is not an on-board approach

which is the requirement for reconstructing vehicles in the context of autonomous driving. [4] proposes

an end-to-end approach based on keypoints for detection of 2D bounding boxes, keypoints, and ori-

entation, and full 3D pose from a single RGB image. They propose a multi-branch model around 2D

semantic keypoints and complement it with simple geometric reasoning. Similar concept was used in

[53] for 3D human pose estimation using a sequence of monocular images; here 3D pose is represented

as a linear combination of predefined basis poses.

Cuboid level localization: In this section we discuss those approaches which localize objects on a

cuboid level. This representation of 3D objects although not very rich in nature, does serve the purpose.

In [41] and [40], the authors develop a real-time monocular SfM system using information from

multiple image frames. Mono3D [11] trains a CNN that jointly performs object detection in 2D and 3D

space and estimates oriented bounding boxes for vehicles. Although it outperforms stereo competitors,

it assumes planar road surfaces. CubeSLAM [52] proposes an approach to estimate high-quality cuboid

proposals from 2D bounding boxes and vanishing points sampling. These proposals are then scored

and chosen based on how well they align with the image. They also use multiple views for refining

the estimates. MonoGRNet [36] proposes a single unified network that relies on geometric reasoning

to produce 3D cuboid estimates for the vehicles in the scene. [12] first generates a set of candidate

class-specific object proposals, which are further run through a standard CNN pipeline to obtain high-

quality object detections. [51] presents an end-to-end CNN based approach for the task in discussion.

Segment2Regress [14] exploits a very widely accepted assumption that the vehicles move on road i.e.

they stand on the road surface, and propose a two-stage approach consisting of a segment network and a

regression network. Just like [11, 51], [4] also proposes an end-to-end approach, just that it is based on

keypoints for detection of 2D bounding boxes, keypoints, and orientation, and full 3D pose from a single

RGB image. They propose a multi-branch model around 2D semantic keypoints and complement it with

simple geometric reasoning. The authors in [49] propose a rather creative solution for 3D localization

of the vehicles by lifting the input image to a point cloud representation, which they call pseudoLiDAR

point cloud and use LiDAR-based algorithms for 3D vehicle localization.

In Many of the approaches discussed above, the coplanarity assumption plays an important role

which we intend to relax. For e.g. [30, 31, 41, 40] rely on the coplanarity assumption for the target

vehicle and the ego car. Most of these methods use the approach outlined in [42] to estimate the depth

of a vehicle under the coplanarity assumption.
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Monocular Road Surface Reconstruction

There is relatively little work on road surface estimation from a monocular camera. In [10], the au-

thors propose a simple road edge prediction framework using edges and lanes detected in earlier frames.

No surface level reconstruction is provided. In [20], road width and shape of the drivable area are esti-

mated using a Conditional Random Field (CRF).

In contrast to the above approaches, the proposed approach is independent of the road plane profile

of vehicles and is capable of accurately localizing the vehicles. The method outperforms the current

best competitor [31] by a significant margin, highlighting how the existing approaches fail to deal with

vehicles on arbitrarily oriented road surfaces.

8



Chapter 3

Background

In this chapter, we discuss on shape priors and its formulation, keypoint localization using convo-

lutional neural networks, monocular single image based pose-shape recovery of moving vehicles using

coplanarity assumption, and problem with coplanarity assumption.

3.1 Shape Priors

3.1.1 Motivation

Localizing objects in 3D from a single monocular camera is also not spared from the curse of ill-

posedness. This is because a monocular camera is a bearing only sensor, i.e. it can only measure the

angle to a point which is being imaged, but not the distance to it. Formally, cameras are projective

devices i.e. they produce an image of a point in 3D space onto a 2D image plane following the laws of

projective geometry. In projective geometry, a point in the image plane can be considered to be a ray

which originates at the center of the camera, C, and passes through the image of the point, p, and the

actual 3D point, P , in 3D space. It can be easily seen in Fig. 3.1 that any point on the ray will always

project to the same point. Mathematically, we say that any vector p is equivalent to kp where k is a

scalar greater than zero.

However, if we had a prior on the 3D shape of the car shown in the image (Fig. 3.1), then it would

only require use to perform a 3D-2D based pose recovery of the car w.r.t. the camera. This process is

called resection, which is schematically shown in Fig. 3.2.

Again, the aforementioned method is only valid if we have a database storing the 3D shapes of all

the cars which will be seen when the system is operational. While we can have a database of 3D shapes,

it will never be complete. Meaning, it will always require us to keep updating the database whenever a

new model comes into existence, making the resection based pose recovery infeasible.

Another solution, which is also used in this thesis, is to model the shape of cars. We know that cars,

although unique in shape and size, do follow a common design pattern. If this common design pattern

can be modeled then we can represent the entire category by a mathematical model. The following
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Figure 3.1 This figure schematically depicts the source of scale ambiguity. The vector kp with any

value of k (for e.g. k, k′ or k′′) greater than zero will project to the same location (p) in the image. This

is shown in a black line with arrow in the end signifying its length is ambiguous up to a positive scalar.

Figure 3.2 In this figure, P is a the 3D point of the known car model represented in the car coordinate

frame and p is the corresponding projection on the image plane defined in the image coordinate frame.

K is the camera matrix which is assumed to be known here. When we have enough number of such

3D-2D correspondences, a resection process aims to estimate the 6DoF localization (3DoF for rotation

and 3DoF for translation) of the camera frame with respect to the vehicle frame.
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Figure 3.3 In this figure we see the capability of the chosen 36 kepoints to adequately model different

class of cars – sedan, hatchback, and an SUV. For a better illustration, the keypoints have been connected

based on their order to form a wireframe in green color.

sections will discuss the concept of shape prior in more detail and how it can be used to mathematically

model the shape of cars.

3.1.2 Formulation

A shape prior is a mathematical model that represents a manifold on which all possible shapes of an

object category lies. As studied by Cootes et al. in [17], it has to be a deformable model owing to the

fact that objects in a category can be of different shapes and sizes, and hence it has to cope up with the

intra-category object shape variations(as an example, see Fig. 3.4, where we show different models of

the car class). A rigid model on the other hand would fail to completely represent an object category.

We hypothesize that this manifold of all valid shapes is confined to be a very low-dimensional sub-

space of the space of all possible shapes of all objects. Let us analyze the aforementioned statement

from an intuitive perspective. We know that while the shape of each car could be unique, it bears close

resemblance to shapes of other instances in the category. Additionally, we note that shape of an object

belonging to one category vary a lot from the shape of an object from another category. For e.g., any

model from a car class looks very different from any of the objects from the bicycle class.

In this thesis, similar to [55, 13, 46], we characterize the shape manifold of car category as a linear

subspace model [45], which will be discussed in detail later in this chapter.

3.1.3 Semantic Keypoints

To represent shape, one could use a dense point cloud comprising of the 3D locations of all points on

the object. However, such a rich representation with thousands of points is often filled with redundancy

and is not suitable for real-time pose and shape estimation. Hence, instead of using all points on the

object, we choose a very sparse set of points which are common across all objects in the category. We

refer to these points as semantic keypoints, or just keypoints for short. These semantic keypoints are

very carefully chosen such that any valid configuration of these points should be sufficient to capture

the entire shape of the object without exhibiting any redundancy.

In this thesis, for localization and reconstruction of cars, we represent a car using 36 keypoints as

shown in Fig. 3.5. These 36 keypoints mark the corners on the outer body of the car and the wheel

centers, which are the typical spots for deformation. The generalizing capability of the keypoints is

evident from Fig. 3.3 where it can be seen to adequately capture different classes of a car. For the
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Figure 3.4 Collage of different instances of cars.

purpose of better illustration, the keypoints have been connected with respect to their order to form a

wireframe in green color.

3.1.4 Definition

Formally, we define the shape of an instance as an ordered collection of 3D locations of the keypoints

specific to that particular instance. So, a shape is a K–tuple (X1, X2, ..., XK), where each Xk(k ∈

1..K) is a 3–vector. The shape X is then a 3K–vector.

A shape prior consists of two components: a mean shape and a deformation basis. The mean shape

refers to the average of all shapes of the category. The deformation basis refers to a set of linearly

independent basis vectors that can be used to express any specific instance from the category as a lin-

ear combination in conjunction with the mean shape. Formally, a shape prior is the following linear

subspace model.

X = X̄ + V λ (3.1)

Using notation from [31], we denote the mean shape (or wireframe) for the vehicle category by X̄ ∈

R
3K . The basis vectors are stacked into a 3K × B matrix denoted V . The deformation coefficients

(also referred to as the shape parameters) λ ∈ R
B uniquely determine the shape of a particular instance.

If we assume that the object coordinate frame has a rotation R ∈ SO(3) and translation t ∈ R
3 with

respect to the camera center, any instance X can then be parameterized by the shape prior model as

shown below in in Eq. 3.2 which is also pictorially illustrated in Fig. 3.6.

X = R̂
(

X̄ + V λ
)

+ t̂ (3.2)
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Figure 3.5 This figure shows the 36 keypoints used in our shape representation. The projections of the

semantic keypoints are displayed using white circular markers. These semantic keypoints have been

carefully chosen to capture adequate variance in the shapes of cars.
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Figure 3.6 Illustrating linear combination of deformations of a mean shape along its basis vectors to

produce any other shape in the category

Here, R̂ = diag([R,R, ..., R]) ∈ R
3K×3K , and t̂ =

(

tT , tT , ..., tT
)T

∈ R
3K .

X̄ =
(

X̄T
1
, X̄T

2
, ..., X̄T

K

)T
is an ordered collection of the 3D locations of the keypoints in the mean

wireframe.

If we denote the locations of an ordered collection of 2D keypoints by x̂ =
(

x̂T
1
, x̂T

2
, ..., x̂TK

)T
∈

R
2K , the pose (R, t) and shape (λ) of the vehicle can be obtained by minimizing the following objective

function in an alternating fashion - once for pose, and once for shape.

min
R,t,λ

Lr = ‖πK

(

R̂
(

X̄ + V λ
)

+ t̂; fx, fy, cx, cy

)

− x̂‖22 (3.3)

πK() is a vectorized version of the perspective projection operator, which takes in K 3D points and

computes their image coordinates, given the camera intrinsics µ = (fx, fy, cx, cy). Specifically, πK is

the following function.
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Figure 3.7 Proposed network architecture. The proposed network comprises of 2 stacks of hourglass

modules. This reduces the number of parameters significantly with superior performance on a large set

of 36 discriminative keypoints.

π
(

(X,Y, Z)T ;µ
)

=





fxX
Z

+ cx

fyY

Z
+ cy





πK
(

(XT
1 , ..., X

T
K)T ;µ

)

=
(

π(X1;µ)
T , ..., π(XK ;µ)T

)T

(3.4)

3.2 Stacked Hourglass Network for Semantic Keypoint Localization

In recent times there has been a tremendous advancement in deep learning for computer vision tasks

like reasoning about object properties, such as viewpoints, shape, etc., from a single image [43, 22]. One

such tasks is of localizing discriminative keypoints across various object categories. In [32], human pose

estimation (localization of discriminative human body parts) is done using a novel encoder-decoder style

architecture. In [31], the authors train a hourglsas network with 8 stacks to predict 14 discriminative

set of keypoints on vehicles. Inspired by this, we train a network with 2 stacks of hourglass modules,

thereby reducing the number of parameters significantly with superior performance on a large set of 36

discriminative keypoints. Specifically, the network takes as input an RGB detection of a car of 64× 64

resolution and regresses on the location of the keypoints by predicting K heatmaps, where K = 36

in our case. For each keypoint, the location in the 64 × 64 output heatmap is chosen as the one with

highest activation. The network architecture, as shown in Fig. 3.7, consists of two hourglass modules

stacked one after another. Each hourglass module consists of an encoder-decoder style architecture with

14



Figure 3.8 A collage of different types of cars with the corresponding wireframe overlaid on them.

The wireframes were generated by connecting the detected keypoitns by the proposed stacked hourglass

network

skip connections. The network predicts an output of resolution K × 64 × 64 : one for each semantic

keypoint. The corresponding ground truth is of same spatial dimension. The loss function used is Mean

Squared Error function on the predicted and the label heatmaps, with Adam optimizer [26] and learning

rate of 1e − 5. The network is trained on images obtained from RenderForCNN [43] deployed on

ShapeNet [8] CAD models. The accuracy of the proposed 2D keypoint detection network is evaluated

using the standard PCK (Percentage of Correct Keypoints) and APK (Average Precision of Keypoints)

metrics as in [31]. For the determination of correctness of keypoint estimates, we use a very tight

threshold of 2 pixels. Our trained keypoint model achieved a PCK measure of 96.89 at α = 0.1 APK on

the aforementioned validation set. The network was deployed on KITTI [21] and SYNTHIA-SF [24]

datasets. The results of the network on a variety of vehicle models is shown in Fig. 3.8.

3.3 Shape Prior Based Reconstruction of Vehicles

Simultaneous recovery of pose and shape of dynamic vehicles is an ill-posed problem because of the

very fact that by the time second image has been taken for reconstruction, the vehicle would have moved,

resulting into inaccurate triangulation of the 2D points on the vehicle. This problem is schematically

shown in Fig. 3.9.

However, one should note that the problem is no more ill-posed if the shape of the vehicle or the

pose of the moving camera is known. But, in our case, none of the two is known. Shape priors have

been widely used in many works [30, 31, 34, 19, 4, 53] to tackle the ill-posedness of the problem.

Here we will briefly discuss the work of Murthy et al. [30] as it is the closest approach to ours. For

details, the reader is requested to refer [30]. The authors’ argument is based on the premise that we
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Figure 3.9 This figure shows why conventional triangulation based reconstruction of dynamic vehicles

from a moving monocular camera fails. In this example, the moving camera captures three frames. If

the object, in this case the car in red, had been stationary then triangulating the interest points would

have allowed us to compute the correct pose of the camera and shape of the vehicle. This technique

of estimating camera pose and structure of the rigid scene is know as SfM (Structure from Motion).

However, as the vehicle is moving, it results in wrong triangulation leading to inaccurate pose of the

camera and consequently distorted reconstruction of the vehicle

humans are capable of perceiving the 3D shape of object from a single image. This is possible because

humans have seen a large number of such known objects and have an idea how do they look in 2D.

Using this prior understanding of shapes and how they look, we can efficiently infer the reverse process.

Murthy et al. [30] first detect 14 semantic keypoints of a detected car using a trained CNN-cascade.

The cascade architecture consists of small, keypoint specific subnetworks. Once the semantic keypoints

have been robustly localized, a pose adjustment and shape-aware adjustment routines are alternatively

performed to estimate accurate pose and shape of the vehicle. The pose and shape adjustment routines

are conventional Bundle Adjustment like cost functions that tend to minimize the reprojection error

while optimizing for the pose and shape parameters. The two non-linear cost functions have to be

optimized in an alternating fashion because as discussed above, simultaneous recovery is ill-posed.

As the cost functions which are being optimized in the pose and shape adjustment phases consist

of rotation matrices, they are highly non-linear. This requires the optimization routine to be initialized

with a good initial guess for the parameters. During pose adjustment, these parameters are the rotation

matrix, R, and the translation vector, t, of the vehicle w.r.t the camera. The vehicle’s pose is initialized

using the coplanarity assumption and camera height prior.
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Figure 3.10 Schematic description of the problem arising from vehicle pose initialization using the

coplanarity assumption. As the actual car is resting on a road plane which is different from that of the

ego vehicle on which the camera is mounted, initialization of the vehicle pose using the coplanarity

assumption and camera height prior leads to erroneous pose and shape estimates of the vehicle.

3.4 Initializing Vehicles using Coplanarity Assumption and its Caveats

It is very important to have a good initial guess for the parameters which are being estimated in

functions which are highly non-linear in nature, such as the ones which are used to estimate the pose

and shape of vehicles from a single image. In these scenarios, coplanarity assumptions serves as an easy

way to initialize the pose of vehicles. As the cars are moving on road, the corresponding 2D detection

bounding box’s lower boundary is supposed to lie on the road plane. Now, given that we have very tight

bounding boxes, the center of the lower boundary of the detection box would lie very close to the rear

end of the car on the road. This information, in conjunction with the camera height prior, can be used

to estimate a fairly accurate initial translation of that vehicle. And the initial rotation estimate can be

acquired from a view point network which are capable of recovering the orientation of the vehicle w.r.t.

the camera.

However, when the coplanarity assumption is violated, then the initialization could be quite different

from the actual pose of the car leading the optimizer to get stuck in false local minima and hence

resulting in inaccurate pose and shape estimation. This caveat in the coplanarity assumption based pose

initialization has been schematically depicted in Fig. 3.10.
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Chapter 4

Learning the Shape Prior

In this chapter, we discuss on learning the shape prior of cars using a small set of carefully chosen

3D models from ShapeNet [8]. To learn the shape prior, we need to annotate the semantic keypoints

so that we can model the variations. However, we have found that annotating models in 3D is much

more difficult than annotating their 2D images. Therefore, we make use of Blender [16] to render the

3D models into multiple images, annotate them in in 2D and then produce the 3D annotations using

the process of multi-view reconstruction. Once we have the 3D annotations, we can then capture the

statistics of the class to learn the shape prior. Each above mentioned step is further discussed in detail

in the following sections.

4.1 Rendering 3D Models into 2D Images for Annotation

Firstly, we carefully select a set of 945 car models from ShapeNet [8], such that they have a good

mix of the three car class types, viz. sedan, hatchback, and SUV. These models are in 3D mesh form

and annotating them is quite difficult and tiresome. Therefore, we choose to render each model into

three images from different, but known, camera positions using Blender [16]. The camera positions are

chosen such that the camera always sees the left side of the car. This is done to reduce the annotation

effort. As we know that cars are symmetric in nature, reconstructing one side is enough to reconstruct

the entire model. Fig. 4.1 shows the three rendered images of a sample from each of the three car class

types. The rendering pipeline of Blender [16] also helps us render the models with different colors and

varying lighting conditions so that real world situation can be simulated.

Once we have the rendered images, we manually annotate the 18 semantic keypoints (there are 36

keypoints in total) as shown in Fig. 4.2 for each image of all the models. These keypoints are annotated

in a designated order and their positions are chosen in a way that maximum deformation happen about

those positions. This is done to make sure that the learned model represents the entire category in an

unbiased way.

Details on camera positions, coordinate transform, and reconstruction will be discussed in the fol-

lowing section.

18









Hw
c1 =

[
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c1 3X3
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]

4X4

(4.8)

Hw
c2 =

[

Rw
c2 3X3
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0 1X3 1 1X1

]

4X4

(4.9)

Hw
c3 =

[

Rw
c3 3X3

twc3 3X1

0 1X3 1 1X1

]

4X4

(4.10)

Now, we move into triangulation process. For this process, we require to obtain the appropriate

projection matrix for each image. Here, we take the projection matrix of ‘C1’ as a reference and find the

projection matrix for ‘C2’ and ‘C3’ with respect to that of ‘C1’. Here, the transformations are inverted

since we are finding the coordinates with respect to the camera. Hence, we obtain the projection matrix

for ‘C1’ as:

P1 = K ∗ (Hw
c1)

−1 (4.11)

Here, ‘K’ is the camera intrinsic parameter. Since ‘C1’ is taken as reference for other cameras, the

above term is taken as ‘K ∗ [I|0]’, where ‘I’ is the identity matrix and ‘0’ is the zero matrix. When we

do this, we will have to find the cumulative homogeneous matrix for ‘C2’ and ‘C3’ with respect to ‘C1’

which could be obtained as:

Hc2
c1 = (Hw

c1)
−1 ∗Hw

c2 (4.12)

Hc3
c1 = (Hw

c1)
−1 ∗Hw

c3 (4.13)

We could use the above matrices for finding the projection matrix for ‘C2’ and ‘C3’ with respect to

‘C1’ in the following way:

P2 = K ∗ (Hc2
c1 )

−1 (4.14)

P3 = K ∗ (Hc3
c1 )

−1 (4.15)

Equations (4.11), (4.14) and (4.15) provide us with the required Projection matrices ‘P1’, ‘P2’ and

‘P3’. Once we have the projection matrix we use these to triangulate and reconstruct two set of 3D

semantic keypoints: one using the image rendered from the view point with 70◦ azimuth and another

take from the view point with 110◦ azimuth with the image taken from 90◦ as the reference frame. As

the keypoints were annotated manually, they are bound to have noise in the semantic keypoint locations

and hence we further refine the reconstructed keypoints using bundle adjustment.
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4.3 Capturing the Statistics to Model the Shape

Once we have the 3D locations for all the models from above mentioned process, we intend to learn

a model which best explains the category i.e. a model which defines the space in which every point is a

valid car. As we have discussed above, we would like to model the space as a linear subspace in which

any valid shape of a car can be obtained by the mean shape of the car plus some deformation along the

basis vectors.

Mean shape: The mean shape of a car can be obtained by taking the mean of each semantic key-

point over the entire dataset. Given that we have N aligned shapes the mean shape X̄ can be defined as

a set of the mean of all the keypoints over the entire dataset as follows:

X̄ = {x̄1, x̄2, ..., x̄36} (4.16)

where, x̄j is given below. The indices i and j belong to keypoint and model, respectively.

x̄j =
1

N

N
∑

i=1

xi,j (4.17)

Basis vectors: As every car shape is represented by an ordered set of 36 semantic keypoints which are

each defined in 3D, the dimensionality of the car shape space is 36 × 3. This means that the car shape

resides in 108 dimensions, i.e. we have 108 orthogonal basis vectors. Any linear combination of these

108 basis vectors plus the mean shape gives a valid shape from the car shape manifold. However, looking

at different car models it is very evident that cars deform in a specific way and not every keypoint moves

substantially. In other words, it means that the deformations happen in a space whose dimensionality is

less than 108. This observation can be proved by finding the eigen vector decomposition of the data and

see which dimensions show good amount of variation. Another alternative to capture the statistics is to

do PCA (Principal Component Analysis) over the entire dataset. This is the method which we will be

following in this work.

PCA gives us the basis vectors, V , and the magnitude of variation – the shape coefficients, λ, in the

corresponding directions. After sorting the vectors in the decreasing order of their corresponding mag-

nitude of variation, we select the first few vectors which capture approximately 100% of the variations.

In our case, we have chosen 42 vectors using the formula 4.18.

Si =

∑i
j=1

λj
∑

108

k=1
λk

≥ 99.9 (4.18)

where, Si is the index number of the sorted list of shape coefficients. Once we attain approximately

99.9%, we stop at that index number and select all the shape coefficients from 1 to i and their corre-

sponding basis vectors, V . This set of shape coefficients and basis vectors constitute our car shape

manifold. Fig. 4.5 shows the mean shape (right) and a plot of the 42 chosen shape coefficients (λs)
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Figure 4.5 Left : a plot of the selected 42 the shape coefficients which shows that even though we

needed 42 vectors to capture approximately 100% of the variations, majority of the variation happen

along very few basis vectors. This shows that deformations happen in a very low dimensional space.

Right : A 3D plot of the mean shape of the car category with the semantic keypoints labelled according

to their order of annotation. The two sides of the car are shown in red and green. The keypoints are

connected to form a wireframe for a better illustration.

(left). From the figure it is clear that even after choosing 42 dimensions, substantial variations happen

only along very few directions.

Moving on this manifold by taking linear combinations of the basis vectors plus the mean shape will

produce different shapes from the car category. And every basis vector in the selected list is responsible

for deforming the shape in a specific way. For e.g., Fig. 4.6 shows the independent effect of the first

three vectors on the shape of the car when the corresponding coefficient (λ) is varied.
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Figure 4.6 Shows the independent effect of the first three basis vectors on the shape of the car when the

corresponding shape parameters are varied.
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Chapter 5

Reconstructing Dynamic Vehicles on Arbitrary Road Profiles from a

Moving Monocular Camera

In this chapter, we discuss on the primary contribution of this thesis which is a joint optimization

formulation to recover pose and shape of cars on arbitrary road profiles from a moving monocular

camera.

The proposed joint optimization framework jointly optimizes over car’s pose-shape and its local road

plane geometry. The introduction of road plane geometry in the optimization routine provides multiple

constraints such as, the car should be on the road, the orientation of the car should be similar to the

orientation of its local road plane, etc.. These constraints, discussed in detail later in this chapter, help

in narrowing down of the solution space which results in more stable and accurate localization (and

reconstruction). We test our method on KITTI [21] Tracking training sequences as these sequences

provide us the ground truth pose of the cars in the scene. However, as KITTI [21] does not have

many sequences with steep and graded roads, we also test our method on SYNTHIA-SF [24] dataset,

a synthetic dataset simulating steep and graded roads of San Francisco (USA). We compare our results

with other relevant methods and show that that the proposed method yields more accurate localization.

5.1 System Setup

We operate on image streams captured by a front-facing monocular (RGB) camera mounted on a

car. The height H above the ground at which the camera is assumed to be known a priori (this helps in

resolving scale-factor ambiguity in monocular reconstruction).

We assume that, on each incoming image, an object detector [37] runs and detects vehicles in the

image (as bounding boxes). We also perform a semantic segmentation of the input image using the

SegNet [3] convolutional architecture. The proposed pipeline is illustrated in Fig. 5.1.
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Figure 5.1 Illustration of the proposed pipeline. The system takes three consecutive frames (in case of

no lane markers). In the upper half (blue arrows), we illustrate the method for estimating the ground

plane i.e. using dense correspondences over the frames and then performing bundle adjustment. In the

lower half (red arrows), the detected bounding boxes in each frame are processed using the proposed

keypoint localization CNN to obtain 2D locations of a discriminative set of semantic keypoints. The

pose and shape of the object are then adjusted by incorporating the estimated ground plane information.

5.2 Reconstruction of Vehicles on Slopes

To formulate a lightweight, yet robust optimization problem for reconstructing vehicles on non-

planar road surfaces(i.e. roads with slopes and banks), we assume that the road is locally planar. By

this, we mean that the patch of the road that lies exactly beneath a detected vehicle is assumed to be a

planar patch. This assumption is corroborated by [41], where allowing each vehicle to have an adaptive

local ground plane boosts localization accuracy.

Each detected vehicle v is on a planar patch parameterized by (nv
g
T , dvg), where nv

g is a vector that

denotes the normal to the planar patch and dvg denotes the distance of the planar patch from the origin

of the camera coordinate frame.

5.3 Resolution of Scale-Factor Ambiguity

Monocular camera setups inherently suffer from scale-factor ambiguity, i.e., any 3D length estimated

from a set of images is accurate up to a positive scalar. But, for the autonomous driving applications, we

require that vehicles are localized in metric scale, i.e., in real-world units (such as meters, for instance).

We resolve scale ambiguity using one of the following two approaches.

5.3.1 Using Dimensions of Detected Lanes

Most roads have lane marking or zebra crossings of standard dimensions that are known to us a

priori. We use the method from [38] to detect lane markings, and if we know the height of the camera

above the ground and the dimensions of the lane markings, we can retrieve the planar patch comprising
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the lane marking and the distance to that lane marking (in meters). Such a method estimates the local

ground plane (of a lane marking near the vehicle) using information from just a single image.

5.3.2 Using 3-View Reconstruction and Camera Height

The above method can only be employed on roads where there are lane markings and in particular

only if a lane marking is detected near a vehicle, which is not true for all scenarios we encounter. In

the more general case, we can recover absolute (metric) scale by using the following 3-view recon-

struction scheme. Assume we have three consecutive frames f1, f2, f3 with sufficient parallax. We

use DeepMatching[48] for establishing dense correspondences between frames f1 to f2 (see Fig. 5.4).

Then, using a sufficient mix of road and non-road points, we estimate the egomotion between the frames

using standard multi-view motion estimation techniques [23]. Using the estimated egomotion, we tri-

angulate points close1 to the car that lie on the road surface (see Fig. 5.5) and add points from frame

f3 to the reconstruction2. A local ground plane patch can then be estimated by estimating a dominant

plane from the obtained point cloud using a RANSAC-like routine. Once such a plane is obtained, we

can scale the reconstruction such that the median of the Y-coordinates of the estimated plane is roughly

equal to the height of the camera above the ground (which is assumed to be known during initial setup).

Fig. 5.3 schematically shows the above mentioned process.

5.4 Joint Optimization for Ground Plane and Vehicle Pose and Shape

Estimation

Equation 3.3 (in Sec. 3.1.4) represents the optimization problem that is solved to estimate the shape

and pose of a vehicle from just a single image or from a pair of images whenever available [31]. How-

ever, this formulation assumes coplanarity of the ego car and of the object being reconstructed. We

illustrate in Fig. 5.2 that drastic errors in localization result when the assumption does not hold and how

using the local ground plane circumvents this problem.

We assume that, in the current frame, a set of vehicles V have been detected by the object detection

network [37]. For a particular vehicle v ∈ V , we let Xv
i denote the coordinates of the ith keypoint of

the vehicle in 3D. Also, we parameterize the local ground plane beneath v by its normal vector nv
g and

the distance of the plane from the camera origin dvg . Also, we denote by nv
c the normal of the car. The

1We expand the car bounding box by a factor of 1.9 to 2.0, and pick all points from the expanded bounding box that are

classified as road by SegNet [3].
2This is typically done by propagating feature matches from frame f2 to frame f3, and running a resection routine to

estimate the egomotion between frame f1 and frame f3, and then triangulating points from f3 onto the initial reconstruction

[23]
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Figure 5.2 How does ground plane help? From top to bottom - (i) Illustrating how coplanarity as-

sumption results in incorrect initialization in existing approaches (ii) Relying only on minimizing the

reprojection error, leaves the optimizer free to rigidly transform the mean car (iii) Joint optimization

constrains the car to be on ground while minimizing the reprojection error, resulting in more accurate

reconstruction and localization (nc and ng are car base and road plane normals respectively) (iv) Fail-

ure of coplanarity assumption for steep roads on SYNTHIA-SF [24]. Notice the incorrect initialization

of the car on slopes via method proposed by [31], shown in red. Our method is not bound by this

coplanarity assumption and initializes the vehicle correctly, shown in black. We overlay the initialized

wireframe on the ground truth 3D points for comparison.
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Figure 5.3 Schematic description of 3-view reconstruction. To, start with, the first two views are used to

generate the pose of the second camera with respect to the first camera and an initial point cloud using

the normalized 8-point algorithm. Then the pose of the third view is computed using resection. Finally,

a bundle adjustment routine is run to refine the poses and the reconstruction.

Figure 5.4 The figure shows the result of DeepMatching [48] on two images from KITTI [21] Tracking

sequence. The correspondences are shown by same color in the two images in the lower half of the

figure.
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Figure 5.5 Points from the vicinity of the car’s detection bounding box are selected to reconstruct

the local road plane on which the corresponding car stands. The vicinity is defined by expanding the

detection bounding box towards the lower sides as depicted in the right image by the yellow rectangle

drawn in dashed line

normal of the car is defined as the normal of a plane that best3 fits the keypoints corresponding to the

wheel centers of the cars.

We now formulate a set of cost functions that relax the coplanarity assumptions in [30, 31] and

estimate the vehicle’s pose and shape as well as the equation of the ground plane patch beneath it.

5.4.1 Ground Plane Estimation

We define a ground plane estimation loss term, which encourages the vehicle to be close to the

ground plane. Specifically, we obtain the translation vector tvc to the bottom of the vehicle v4 from the

camera center. This, in an ideal setting, represents the position vector of a point on the ground plane, the

points of which are denoted as Xv
g . Formally, this term (for all vehicles in the image) can be represented

as follows,

Lg =
∑

v∈V

‖nv
c · t

v
c − dvg‖

2 (5.1)

5.4.2 Normal Alignment

The normal alignment loss term stipulates that the normal of the vehicle (nv
c) must be encouraged

to be parallel to the normal of the estimated ground plane, as shown in Fig. 5.6. An initial guess

for the ground plane normal is obtained as described earlier, using either lane markings, or a 3-view

3Although, in practice, all 4 wheel centers of a car are coplanar, it may still be numerically hard to determine a plane

equation that satisfies all 4 points. So, we fit a plane in the least squares sense to the 4 wheel centers.
4We first obtain the rigid-body transform to the origin of the vehicle coordinate frame, and then concatenate to it the

rigid-body transformation from the origin of the vehicle coordinate frame to the bottom of the vehicle.
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Figure 5.6 This figure shows how the normal of the base plane of the car, made up of all its base points,

is parallel to the local road plane normal. This is termed as normal alignment constraint which enforces

the the two normals to point in the same direction.

reconstruction. This loss can be denoted as follows. ×(., .) denotes the vector cross product.

Ln =
∑

v∈V

‖ × (nv
c , n

v
g)‖

2 (5.2)

5.4.3 Disambiguation Prior

The above loss term has one drawback in that, it is minimized even when the estimated ground plane

and vehicle normals are anti-parallel. To disambiguate such unwarranted solutions, we make use of

the fact that even the steepest roads in the world have slopes less than 25 deg [1]. Whenever multiple

solutions are available, we encourage the solution that’s more upright to have a lower cost. If e2 denotes

the Y-axis of the camera coordinate system (i.e., the axis vertically pointing down), we formulate the

disambiguation prior as follows (ǫ is a tiny positive constant that provides numerical stability).

Ld =
∑

v∈V
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(5.3)

5.4.4 Base Point Priors

We also use a loss term that encourages points along the base of the car (this includes keypoints on

the car wheel centers, bumpers, etc) to lie as close to the estimated ground plane as possible (see Fig.
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Figure 5.7 This figure shows base keypoints of a car in large blue markers. As it can be seen that they

are very close to the road plane, a prior on the closeness can be imposed to constrain the pose/shape of

the car leading to an accurate localization.

5.7). If Xb is a keypoint on the car base, and Kb denotes the set of all keypoints that lie along the base

of the car, base point priors are imposed using the following expression.

Lb =
∑

v∈V

∑

Xb∈Kb

‖nv
c · t

v
c − nv

c ·Xb‖
2 (5.4)

5.4.5 Global Consistency

Although we assume that each vehicle has its own planar ground patch, it is safe to assume that the

road planes of cars which are in close vicinity of each other are not susceptible to abrupt change (see

Fig. 5.8). This is encoded into the global consistency loss term, that encourages the planar ground patch

of a vehicle to be consistent with that of other vehicles around it. If Vn denotes the set of all vehicles

within a distance d around vehicle v (v is usually chosen to be 5−7 meters), the global consistency loss

term is as follows.

Lc =
∑

v∈V

∑

vn∈Vn

‖nv
g − nvn

g ‖2 + ‖dvg − dv
n

g ‖2 (5.5)

5.4.6 Dimension Regularizers

We also place priors on dimensions of vehicles that we observe, which provides a well-conditioned

problem to work with and leads to better convergence rates. We use regularizers similar to ones proposed

in [31], and denote the loss term by Lreg.
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Figure 5.8 This figure shows how cars moving in close vicinity of each other can have similar local road

plane parameters and therefore we can impose a global consistency constraint.

5.4.7 Overall Optimization Problem

The overall minimization problem involving all the energy terms can be posed as follows (cf. Eq 3.3

5.1 5.2 5.3 5.5 5.4).

min
R,t,λ,nv

g ,d
v
g ,n

v
c

Ltotal = ηrLr + ηgLg + ηnLn

+ ηdLd + ηbLb + ηcLc + ηregLreg

(5.6)

Here, ηr, ηg, ηn, ηd, ηb, ηc, and ηreg are weighing factors that control the relative importance of

each of the loss terms. In practice, ηr, ηg, ηd, and ηb are more dominant compared to the other terms.

The actual values of these weighing factors do not really matter as long as the above terms are properly

weighted.

The above problem is minimized using Ceres Solver [2], a nonlinear least squares minimization

framework, using a Levenberg-Marquardt optimizer with a Jacobi pre-conditioner. In addition, each

term is composed with a Huber loss function, to reduce the effect of outliers on the solution.

5.5 Experiments and Results

We perform a thorough quantitative and qualitative analysis of our approach on challenging se-

quences from KITTI Tracking [21] and SYNTHIA-SF [24] benchmarks. These sequences are chosen

such that they capture a diverse class of road plane profiles viz. uphill, downhill, combinations of them,

and even banked road planes. We compare the 3D localization error of the proposed method with the

current state-of-the-art monocular competitor [31], and demonstrate significant improvements. Through

a series of systematic evaluations, we demonstrate that ground plane estimation is vital for accurate lo-
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Table 5.1 Mean Localization Error (Standard Deviation in parenthesis) in meters for the vehicles eval-

uated using our approach on the KITTI [21] Tracking dataset (Here (<x m) and (>x m) denote the set

of all cars within a ground-truth depth of x meters and beyond the depth of x meters respectively)

Approach Overall (m) <= 15m <= 30m >30m

Murthy et. al. [31] 2.61 (±2.23) 1.59 (±0.96) 2.52 (±2.16) 4.30 (±2.83)
Ours (with coplanarity assumption) 1.00 (±0.77) 0.67 (±0.50) 0.94 (±0.69) 2.19 (±1.18)

Ours (joint optimization) 0.86 (±0.87) 0.55 (±0.50) 0.79 (±0.79) 2.16 (±1.18)

Table 5.2 Mean Localization Error (Standard Deviation in parenthesis) in meters for the vehicles with

challenging road profiles evaluated using our approach on the KITTI [21] Tracking dataset

Approach Overall (m) <= 15m >15m

Murthy et. al. [31] 2.55 (±3.16) 2.32 (±2.21) 2.92 (±3.38)
Ours (with coplanarity assumption) 0.95 (±0.89) 0.92 (±0.68) 1.00 (±0.96)

Ours (joint optimization) 0.67 (±0.66) 0.64 (±0.60) 0.72 (±0.71)

calization on roads surfaces with pitch and banks. We also demonstrate that our method is independent

of the road plane profile on which vehicles are to be localized and reconstructed. In other words, unlike

others (such as [30, 41, 11]) we do not assume that the ego car and the car to be reconstructed are on the

same road plane.

Dataset

We use the KITTI Tracking [21] benchmark to evaluate our proposed method. Sequences numbered

1, 3, 7, 8, 9, 10, 11 and 20, which contain a large number of vehicles located on roads with varying

plane profiles, were used for evaluating our approach. But, KITTI [21] has only a limited number of

steep slopes and banks. So, we also select about 200 vehicles located on challenging plane profiles from

sequences numbered 1, 2, 4, 5 and 6 of the SYTHIA-SF [24] dataset. To ensure fair comparison, we

evaluate the previous best monocular competitor [31] on the same sequences.

Keypoint Network Training

The proposed network (Sec. 3.2) was trained on the Torch framework [15] with more that 1.2 million

images generated synthetically using the modified render pipeline presented in [33]. A train-validation

split of 75− 25 % was used. The keypoint network was trained for 7 epochs on NVIDIA GTX TITAN

X GPUs (∼ 36 hours).

5.5.1 Localization Accuracy

To evaluate localization precision, we compute the mean Absolute Translational Error (ATE) of

the vehicles (in meters) of the approaches considered against the available ground truth information.

We present these results in Table 5.1, Table 5.2 and Table 5.3. While Table 5.1 captures the overall
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Table 5.3 Mean Localization Error (Standard Deviation in parenthesis) in meters for the vehicles (in-

cluding challenging road profile) evaluated using our approach on the SYNTHIA-SF [24] dataset

Approach Overall (m) <= 15m <= 30m >30m

Murthy et. al. [31] 76.34 (±94.03) 54.21 (±47.93) 66.28 (±88.74) 86.40 (±99.32)
Ours (coplanarity) 32.03 (±45.60) 6.3 (±19.17) 21.76 (±65.76) 42.31 (±25.42)

Ours (joint optim.) 0.92 (±0.93) 0.66 (±0.49) 0.82 (±0.76) 1.23 (±1.11)
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Figure 5.9 Histograms showing distribution of localization errors; challenging roads mean slopes,

slanted roads, banked roads, etc.

performance of our approach on KITTI [21] dataset, Table 5.2 presents an analysis of the performance

of our approach on KITTI[21] sequences with cars on roads with some pitch or banking angle, or parked

on pavements. In Table 5.3, we perform a thorough analysis of our approach on SYNTHIA-SF [24]

which has extremely steep roads, and demonstrate the efficacy of the proposed approach in adapting to

a wide variety of road plane profiles.

We outperform the current best monocular localization result of [31] on the KITTI benchmark [21]

by a significant margin. It is important to note that in [31], the shape priors comprised 14 keypoints per

vehicle, whereas we use a different shape prior model comprising 36 keypoints per vehicle. However, to

emphasize that this improvement does not stem from more expressive shape prior used in this work, we

re-implement the approach in [31] using our learnt shape priors and provide an ablation study to further

drive the point home. This highlights the importance of the inclusion of ground plane in localization.

As shown in Table 5.1, we achieve a mean localization error of 0.86 meters, as compared to 2.61 meters

in [31]. This is a mark improvement stemming from the inclusion of ground plane.

We also address challenging sequences with road slopes on KITTI [21] and provide our localization

errors in Table 5.2, and perform an ablation study of our approach to highlight how the inclusion of

ground plane reduces the localization error to 0.67 meters, as compared to an error of 2.55 meters given

by [31]. The current state-of-the-art [31] relies on the assumption that the plane of the target vehicle

and ego vehicle are co-planar. We circumvent this assumption leading to a highly accurate localization
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Figure 5.10 Left: Estimated depth of a car on a steep slope. We compare our method’s localization with

[31] against the ground truth. Right: Localization error for the same car using the proposed method and

the one proposed in [31].

of the target vehicle, in a more diverse set of scenarios. For vehicles that are close to the car, we achieve

a high degree of precision (mean error of about 0.67 meters, with a low standard deviation as well).

To further evaluate our approach, we test it on the extremely challenging SYNTHIA-SF [24] dataset

which has steep road surfaces with several non-planar profiles. [31] fails completely in the task of accu-

rate shape estimation and localization of objects in such scenarios, due to the coplanarity assumption.

Moreover, the method given by [31] fails drastically in non-planar surfaces, giving a mean localization

error of 76.34 meters, amplified by the sparse set of keypoints (14 keypoints are used, as opposed to

ours, which uses 36) leading to large localization errors. Our system achieves a mean localization error

of 0.92 meters, the results of which are shown in Table 5.3. The proposed method generalizes well to

different plane profiles and performs significantly well. Once again, we stress the importance of ground

plane and exhibit how its inclusion helps us to perform significantly better as compared to the approach

of [31], which assumes coplanarity of the vehicles and ego car. Fig. 5.9 shows the error distribution of

our approach (first two) and for the approach proposed in [31] (last two); Fig. 5.10 shows the trajectory

and localization error for a car in KITTI [21].

5.5.2 Qualitative Results

We showcase the qualitative results of our approach on challenging KITTI [21] and SYNTHIA-

SF[24] scenes with moderate to high slopes. For KITTI [21], in figures 5.11, 5.12, 5.13, 5.14, 5.15,

5.16, we overlay the final estimate of the car in 3D along with the ground truth 3D bounding box to

show how our approach estimates the vehicle shape and pose accurately. In each figure, on the top
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we show the image of the cars overlaid with the projection of the estimated reconstruction (wireframe)

along with the estimated depth on top it. And in the bottom, we show the localization in 3D from

different perspectives. It can be seen in Fig. 5.11 that our method is able to very accurately recover the

pose and shape of the vehicle on inclined surfaces.

For SYNTHIA-SF[24], see figures 5.17, 5.18, 5.19, 5.20, 5.21, we overlay the estimate of the car

after shape and pose adjustment on the ground truth scene points to highlight the accurate shape and pose

estimation of the car. The estimated depth of each car from reconstruction has been shown on the image

above the corresponding car. It is clear from the figures that our approach is capable of reconstructing

vehicles on very steep roads. Note that, when we say that the vehicles are on steep and inclined roads,

we mean that the ego car is not on the same surface.
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Figure 5.11 Qualitative results on KITTI[21]. Top: Estimated 3D wireframe (reconstructed shape) for

a car projected on the image, with depth displayed on top of the car. Bottom: Bird’s eye view of the car

overlaid with its respective ground truth bounding boxes (in red). The cyan mesh represents the ground

plane on which the car stands
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Figure 5.12 Qualitative results on KITTI[21]. Top: Estimated 3D wireframes (reconstructed shapes)

for selected cars projected on the image, with depth displayed on top of each car. Bottom: Bird’s eye

view of the cars overlaid with their respective ground truth bounding boxes (in red). The cyan mesh

represents the ground plane on which the car stands
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Figure 5.13 Qualitative results on KITTI[21]. Top: Estimated 3D wireframes (reconstructed shapes)

for selected cars projected on the image, with depth displayed on top of each car. Bottom: Bird’s eye

view of the cars overlaid with their respective ground truth bounding boxes (in red). The cyan mesh

represents the ground plane on which the car stands
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Figure 5.14 Qualitative results on KITTI[21]. Top: Estimated 3D wireframes (reconstructed shapes)

for selected cars projected on the image, with depth displayed on top of each car. Bottom: Bird’s eye

view of the cars overlaid with their respective ground truth bounding boxes (in red). The cyan mesh

represents the ground plane on which the car stands
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Figure 5.15 Qualitative results on KITTI[21]. Top: Estimated 3D wireframes (reconstructed shapes)

for selected cars projected on the image, with depth displayed on top of each car. Bottom: Bird’s eye

view of the cars overlaid with their respective ground truth bounding boxes (in red). The cyan mesh

represents the ground plane on which the car stands
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Figure 5.16 Qualitative results on KITTI[21]. Top: Estimated 3D wireframes (reconstructed shapes)

for selected cars projected on the image, with depth displayed on top of each car. Bottom: Bird’s eye

view of the cars overlaid with their respective ground truth bounding boxes (in red). The cyan mesh

represents the ground plane on which the car stands
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Figure 5.17 Qualitative results on SYNTHIA-SF[24]. Top: Estimated 3D wireframes for selected cars

(on different road profiles) projected on the image, with depth displayed on top of each car. Bottom:

visualization of the estimated wireframes in 3D, overlaid on dense ground truth 3D scene points.
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Figure 5.18 Qualitative results on SYNTHIA-SF[24]. Top: Estimated 3D wireframes for selected cars

(on different road profiles) projected on the image, with depth displayed on top of each car. Bottom:

visualization of the estimated wireframes in 3D, overlaid on dense ground truth 3D scene points.
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Figure 5.19 Qualitative results on SYNTHIA-SF[24]. Top: Estimated 3D wireframes for selected cars

(on different road profiles) projected on the image, with depth displayed on top of each car. Bottom:

visualization of the estimated wireframes in 3D, overlaid on dense ground truth 3D scene points.
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Figure 5.20 Qualitative results on SYNTHIA-SF[24]. Top: Estimated 3D wireframes for selected cars

(on different road profiles) projected on the image, with depth displayed on top of each car. Bottom:

visualization of the estimated wireframes in 3D, overlaid on dense ground truth 3D scene points.
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Figure 5.21 Qualitative results on SYNTHIA-SF[24]. Top: Estimated 3D wireframe for a car (on

a challenging road profile) projected on the image, with depth displayed on top of the car. Bottom:

visualization of the estimated wireframe in 3D, overlaid on dense ground truth 3D scene points.
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5.5.3 Summary of Results

The cornerstone of this effort is to highlight that the presence of non-planar road profiles leads to

an unsuccessful pose estimation of cars in urban scenarios by the current state-of-the-art approach,

due to the fact that it relies on the coplanarity of the ego vehicle and the car. Our proposed approach

is independent of the plane profile on which the car is located. We improve localization accuracy by a

large margin through the joint estimation of ground plane in KITTI [21] sequences regardless of whether

or not they contain slopes. (cf. Table 5.1 and Table 5.2). The importance of the proposed approach is

highlighted in Table 5.2, where we achieve a performance boost of about 4 times in scenes with moderate

slopes. For an overall comparison on KITTI [21], we evaluate our approach on scenes with different

planar and non-planar road surfaces and show an improvement of about 3 times. We further present

the performance of our approach on SYNTHIA-SF [24] which has extremely steep roads, resulting in

a catastrophic failure of the current state-of-the-art monocular shape and pose estimation [31]. Our

performance is significantly improved in such scenes, irrespective of the road profiles, the results of

which are reported in Table 5.3. We also perform an ablation study, reported in Table 5.1, Table 5.2 and

Table 5.3, to highlight the importance of our ground plane estimation policy, and show that it provides

a significant performance boost over just the utilization of a well-constrained 36 keypoint shape prior.
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Chapter 6

Conclusions

We presented an approach for accurate 3D localization and shape estimation of dynamic vehicles on

arbitrary road profiles from a moving monocular camera. Where most current monocular localization

systems rely on the standard coplanarity assumption which requires the ego car and the car to be local-

ized to share the same road plane surface, we relax this assumption and propose a joint optimization

formulation which jointly estimates the car’s pose-shape and its local road plane parameters. In this

work, we have demonstrated that inclusion of plane brings in many intuitive yet important cues such as

the car to be localized should be close to its local ground plane, the 3D orientation of the car should

closely match the orientation of its local road plane, etc. These cues help to narrow down the solution

space of the highly non-linear function to be optimized, thereby resulting into a more stable optimization

process and more reliable localization.

We validate our method by testing it on two publicly available datasets - KITTI [21] and SYNTHIA-

SF [24], and demonstrate that our method is able to recover the pose and shape (i.e. localization and

reconstruction) of car’s on varying road profiles, ranging from coplanar to highly steep road surfaces.

We demonstrate a significant improvement over the state-of-the-art monocular localization methods.

On KITTI [21], our approach shows a mark improvement over our best competitor [31] with an accu-

racy of about 3-4 times that of [31]. On SYNTHIA-SF [24], where [31] drastically fails, our method

achieves localization with a mean error of less than 1 meter. These results showcase the importance of

incorporating the local ground plane of the vehicles for the task of localization and reconstruction.

As future work, a possible extension would be to include observations of cars from multiple frames.

These observations can be exploited to bring in more constraints such as temporal consistency in the

shape of the vehicle, non-holonomic motion constraint to enforce smooth trajectories of the localized

cars, etc. Another important extension would be to address the scenario where not much of the road

surface is visible, for e.g. in heavy traffic conditions.
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